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1. (15 points) The random process X(n) is created by a spinning dial that lands on the number 0 with probability 1/4, and on the number 2 with probability 3/4. So a typical run looks like 

0 2 2 2 2 2 0 2 0 0 2 2 2 2 0 2 2 2 2 2  …. (15 2's, 5 0's) 

If my example misled you to use probabilities 1/3 and 2/3, I will give full credit.

What are the mean 1.5 ; autocorrelation R(n) = 2.25 if n ( 0,  3 if n = 0 ; and auto covariance C(n) = 0 if n ( 0,  .75 if n = 0 ; for this process? Don't forget the zero-time-lag case. Is the process stationary? Yes   Ergodic? Yes
2. (10 points) The random variable Y is defined as the sum of X(1) and X(2) (in Problem 1). Plot the probability density function fY(y) for Y. Use delta functions to express the formula for fY(y).
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3. (25 points) Suppose that X(t) is a zero-mean stationary Gaussian process with autocorrelation function  
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(a) What is the standard deviation of X(1)?  1

(b) What is the joint probability density fX(0),X(2)(x1,x2) of X(0) and X(2)?
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(c) If X(0) is determined to be 0, what are the (conditional) mean 0 and standard deviation ((1-e-8)  of X(2)?

(d) What is the conditional probability density for X(0), given that X(2) = 0 ?
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(e)  Are  X(0) and X(2) independent? No
4. (15 points) What is the power spectral density of y(n) if   y(n+1) = 0.5 ( y(n) + 3 ( v(n) , where v(n) is zero-mean white Gaussian noise with power 10 ?
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5. (15 points) What is the autocorrelation function for y(n) if 

 y(n+1) = 0.5 ( y(n) + 3 ( v(n) , where v(n) is zero-mean white Gaussian noise with power 10 ?

Method One. To put this system into the form of the Yule Walker equations rewrite as   x(n) = 0.5 x(n-1) + 3 v(n-1), and since v(n-1) is white noise, and thus stationary, call it w(n).              x(n) = 0.5 x(n-1) + 3 w(n) = -a(1) x(n-1) + b(0) w(n) .

So a(1) = -0.5,  b(0) = 3,  all other coefficients are zero, (v2 = 10 .

With rn as the autocorrelation RX(n), the Y-W equations are

r0(1 + r1(a(1) = b(0)2 (V2 ,           or             r0 - .5r1 = 90

r1(1 + r0(a(1) = 0                          or             -.5r0 + r​1 = 0 

….

rm(1 + rm-1(a(1) = 0                       or              rm = .5rm-1 .

Solution is

           r0 = 120

           r1 =   60

           r2 =  30

           r3 =  15

               …

Method Two.  The autocorrelation function is the inverse Fourier transform of the power spectral density, which was found in Problem 4.

6. (20 points) Try to fit a process x(n) whose autocorrelation function RX(m) equals 
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 with a (1,0) ARMA model. (State the difference equation for the model and find the coefficients.) Since I made a typo, I won't take off any points for this. I will give partial credit for exceptional attempts at repair.

The Yule-Walker equations are the same as in Problem 5, but now we know r0 = 1 and r1 = .5 .

r0(1 + r1(a(1) = b(0)2 (V2 ,   or  1 + .5 a(1) = 10b(0)2 ,  or    .5 a(1) - 10b(0)2 = -1 .

r1(1 + r0(a(1) = 0                                                            or    .5 + a(1) = 0 .

Solution is   a(1) = -.5,   b(0) = (.075
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