Midterm Random Processes, EEL 6545. Open book, open notes. 75 minutes. Page 1

1. (15 points) The random process X(n) is created by a spinning dial that selects numbers 

X(n) = [1, 2, or 3] with equal probability. 

1 3 2 3 1 1 2 1 3 2 3 ….

What are the mean, autocorrelation, and auto covariance for this process? Don't omit the zero-delay case.

( = 2,  Cov(n) = (2/3)(n,0 , RX(n) = 4 + Cov(n)
2. (10 points) The random variable Y is defined as the sum of X(1) and X(2) (in Problem 1). Plot the probability density function fY(y) for Y. 

fY(y) = {((y-2)+((y-6)}/9 + 2{((y-3)+((y-5)}/9 + ((y-4}/3

3. (50 points) Suppose that X(t) is a zero-mean stationary Gaussian process with autocorrelation function  
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 . Let t1 = 1 and t2 = 2 . 

(a) What is the standard deviation of X(2)?  1
(b) What is the joint probability density fX(t1),X(t2)(x1,x2)of X(1) and X(2)?
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(c) If X(1) is determined to be 3, what are the (conditional) mean and standard deviation of X(2)?

(2 = 0 – 3/2 = -3/2 ;   (2 = (3 / 2
(d) What is the conditional probability density fX(2)|X(1)(x2|x1=2) for X(2), given that X(1) = 3 ?
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(e)   X(1) and X(2) are not independent, but X(1) and X(1.5) are independent. Explain.

Cov(1) = -1/2 , but Cov(.5) = 0 ; for Gaussian processes, zero Cov implies independence.
4. (10 points) (Using the standard Gaussian variable)  Suppose that Y is N(1,2). Write out the formula, in terms of the variable y, for the integral that expresses the probability that Y < -5 . Let Z = (Y-1)/2 , so that Y = -5 corresponds to Z = -3 . Write out the formula, in terms of the variable z, for the integral that expresses the probability that  Z < -3 .
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5. (15 points) The random process X(n) is determined by a single flip of a fair coin. If the coin shows heads then X(n) ( 1 :

1 1 1 1 1 1 1 1 1 ….

If the coin shows tails then X(n) = 1/n :

1 1/2 1/3 1/4 1/5 ….

What are the mean ((n) and the autocorrelation RX(n1, n2)? Briefly discuss whether or not this process is stationary and/or ergodic.

((n) = [1 + 1/n]/2 ,  RX(n1, n2) = 1/2 + 1/(2n1n2) ;  not stationary, not ergodic.
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