Kalman filter theory and equations: scalar case.
You wish to estimate the value dnew of a random process. You have 

1. a noisy measurement of dnew:    xnew = dnew + v2 ,  and you know the power in the noise σv22 .

2. a model of how the process evolved: dnew = a dold + v1 ,  and you know the coefficient a and the power in the noise σv12 .

3. an unbiased estimate d^old of dold , and an estimate of its error E[eold2] ( E[(d^old - dold)2] .

You want to find a weighted average of the measurement and the model prediction,

  d^new = K x​new + [1 - K] [a d^old ] ,

which has minimal mean square error.

Kalman says choose the gain K to be 
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The mean square error will then be
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Now you are ready to update to a new estimate with (conceivably) a different model, a different measurement, and different noise powers.
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