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1. A random process d(n) is governed by the difference equation 

    d(n) = a(n-1)(d(n-1) + w(n) ,

where w(n) is zero-mean white noise with power (w2 = 4,  uncorrelated with d(k). The coefficients a(n) equal 1/2n. Measurements of d(n) are corrupted with additive zero-mean white noise v(n) in accordance with   x(n) = d(n) + v(n) , where (v2 = 10  .  The value d(0) is estimated to be 2, with an expected squared error of E(e02) = 1. What is the Kalman estimate for d(1) ?

2. Suppose that x(t) is a zero-mean stationary Gaussian process with autocorrelation function rx(() = 1/(1+|(|) .  The value of x(2) is known to be 4. Write out a formula for the probability distribution for x(0), given that x(2) = 4 . Then use it to write out a formula for the mean of x(0), given that x(2) = 4. You don’t need to evaluate integrals, but write them out explicitly.

3. You have 1000 samples of an ergodic (stationary) zero-mean random process x(n). By using partitioning and Fourier Transforming, you conclude that the autocorrelation function for x(n) is 1/2n . Assuming that x(n) is an autoregressive process of order 1 – 

   x(n) + a(1)(x(n-1) = b(0)(w(n) ,  where w(n) is white noise with (w2 = 2 

- write down equations that determine a(1) and b(0). It is not necessary for you to solve the equations.

4. You have 1000 samples of an ergodic (stationary) zero-mean random process x(n). By using partitioning and Fourier Transforming, you deduce that the autocorrelation function for x(n) is 1/2n , as in Problem 3, but now you wish to predict the value of x(n+2) as a combination of x(n), x(n-1), and x(n-2). The predictor is to be written as 

   w(0)(x(n) + w(1)(x(n-1) + w(2)(x(n-2)  .

Write down equations that determine the values of w(0), w(1), and w(2) minimizing the mean squared error of the predictions.

 5. For the stationary autoregressive process modeled by

    x(n) = .5(x(n-1) + .25(x(n-2) + 3(w(n)

where w(n) is white noise with power (w2 = 2, what is the power spectral density of the process x(n)?
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6. There are 3 signal generators in a box. The first one puts out the following sequence:

   1  1  1  1  1  1  1  1  1  1  1  1  1  ….

The second puts out

   2  0  2  0  2  0  2  0  2  0  2  0  2  …..

The third puts out

   0  2  0  2  0  2  0  2  0  2  0  2  0  ….

One of these generators is selected at random (equally likely). 

a. What is the mean ((n) of the random sequence?

b. What are the autocorrelation rx(m,n) and autocovariance ((m,n) of the resulting sequence for m=1, n=2?  

c. (Extra) Is the sequence ergodic?

